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Highlights
Modern language models and vector-
symbolic architectures show that
vector-based models are capable of
handling the compositional, structured,
and symbolic properties required for
human concepts.

Vectors are also able to handle key phe-
nomena from the psychology, including
computation of features and similarities,
reasoning about relations and analogies,
and representation of theories.
For decades, cognitive scientists have debated what kind of representation might
characterize human concepts. Whatever the format of the representation, it must
allow for the computation of varied properties, including similarities, features, cate-
gories, definitions, and relations. It must also support the development of theories,
ad hoc categories, and knowledge of procedures. Here, we discuss why vector-
based representations provide a compelling account that can meet all these
needs while being plausibly encoded into neural architectures. This view has be-
come especially promising with recent advances in both large language models
and vector symbolic architectures. These innovations showhowvectors can handle
many properties traditionally thought to be out of reach for neural models, including
compositionality, definitions, structures, and symbolic computational processes.
Language models show how vector
representation of word semantics and
sentences can interface between con-
cepts and language, as seen in defini-
tional theories of concepts or ad hoc
concepts.

The idea of Church encoding, from logic,
allows us to understand how meaning
can arise in vector-based or symbolic
systems.

By combining these recent computa-
tional results with classic findings in psy-
chology, vector-based models provide a
compelling account of human concep-
tual representation.
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The challenge of understanding concepts
The question of how concepts are represented has long seemed unapproachable. Experimental
work and philosophical analysis seem to have discovered that conceptual representations are
simultaneously many kinds of things: sometimes rule-like, sometimes definitional, sometimes
graded, sometimes relational [1]. The science of concepts has therefore faced a basic theoretical
challenge of understanding what type of representation might simultaneously satisfy all these
properties. Similarly, the connections-versus-symbolic divide has highlighted the competing
demands on conceptual representations. They must simultaneously deal with noisy inputs,
gradient activations, degradation of units, and support efficient schemes for learning [2], but
also allow for reasoning, recombination into novel structured thoughts, and systematic connec-
tions in belief [3,4]. Consequently, it has been unclear what representations we should build
into artificial intelligence (AI), look for in neuroscience, or set as the foundation of comparative
work across development or species.

We suggest that the solution to the deep problem of conceptual representation is actually already
available: recent theoretical and computational advances in cognitive psychology and allied fields
demonstrate how vectors (see Glossary) likely satisfy all the required properties of concepts. This
does not mean that we understand everything about how concepts work and are structured, but
rather that there are highly plausible representational ideas that seem able, at least in principle, to
capture everything that people use concepts for. This progress has yet to be fully appreciated in
part because some of the technical machinery it requires is relatively new, and in part because
characterizing the solution requires aligning pieces from several fields. Here we review evidence
that concepts are adequately represented in a high-dimensional vector spacewhere meaning
is derived through mutual relationships and computational dynamics over the concept vectors.
This perspective is not novel, but it has received little attention as a mechanistic psychological
theory of concepts. Importantly, this is not in contrast to more traditional symbolic or language-
based proposals of concepts; rather, we aim to show how vector representations can unify mer-
itorious aspects of previous proposals.
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Glossary
Ad hoc concepts: concepts that are
created ‘on the fly’ by their usage,
typically concepts that involve complex
or contextually sensitivemeaningswhich
do not have a single word in the
language.
Binding: linking of two representations,
often a variable and its value. For
instance, a symbol for birthday might be
bound to a particular date, a
representation of an object might be
bound to its location in space, and a
representation of a word in a sentence
might be bound to what it modifies.
Church encoding: the idea of using
the dynamics of one system to encode
behavior in another. The term comes
from Church’s use of lambda calculus,
which is a notation for composing
functions, to encode mathematical
entities like integers.
Classical view: the idea that concepts
are defined by necessary and sufficient
properties, often considered to be close
to dictionary definitions.
Our review is organized as follows: we first outline the history and philosophy that points to vectors
as the right computational representation for concepts. A vector-based view has been endorsed by
much prior work, and we present a view that incorporates findings and intuitions from several earlier
accounts. We then examine core psychological accounts of concepts and review how high-
dimensional vectors capture the required properties. Crucially, we connect the computational frame-
work of concepts to philosophical theories of meaning (Box 1) to help explain how vectors come to
be meaningful. We briefly discuss the work that still must be done to achieve a complete account of
concepts, and conclude by sketching a unifying picture of concept learning across multiple tasks.

The idea of vectors for concepts
One intuition for the psychological representation of concepts comes from the work of Roger
Shepard, who pioneered the use of multidimensional scaling (MDS) for understanding the
geometry of psychological spaces [5]. The key idea in this work is to map concepts to points in
some space (often 2D or 3D for Shepard) so that the vector-space geometry is aligned with em-
pirical measurements of psychological quantities such as similarity, distance, or confusion
between the items. While the resulting vector coordinates cannot be interpreted in isolation, the
relationships between vectors carry meaning about the psychological measure. For example,
two similar concepts would map close to each other in the vector space, and the distance in
this space would align with people’s willingness to generalize between the two concepts [6]. In
this framework, conceptual information is distributed over the entire vector rather than contained
in any individual dimensions locally. Shepard showed that MDS can recover psychologically
Box 1. Church encoding and conceptual role semantics

Church encoding is an idea frommathematical logic where the dynamics of one system can bemade tomirror the dynamics
of another. This idea dates back to the earliest theories of computation and should be familiar in programming: to execute
some computation, programmers must first figure out how to express it in terms of the primitive behaviors their computer
can actually perform (e.g., the intrinsic dynamics of the computer). Even before modern computers, computational problems
would be solved by devising physical systems like gears or electric circuits whose intrinsic dynamics would carry out the
intended computation [107].

Most computer processors, for example, do not have rational numbers built-in, but they can be emulated by appropriately
manipulating pairs of integers. For example, a fraction a/bmight be represented as a pair (a,b). Adding two fractions (a,b) +
(c,d) = (ad + cb,bd) or multiplying (a,b) * (cd) = (ac,bd) uses built-in operations in the computer, like + and * on
individual numbers to produce operations on pairs that are equivalent to the corresponding operations on fractions. Note
that when this happens, the symbols and terms involved come to have meaning because of the role they play in the com-
putation. There is nothing inherent in the pair (a,b) that makes a mean the numerator and b mean the denominator as
opposed to vice versa. This meaning only comes about because of how each of these interact with + and *. At the same
time, there is nothing in the symbol + or * that makes themmean what they do, it is only the computation on other parts of
the representation that makes them mean addition or multiplication.

This kind of meaning is known as conceptual role semantics [108,109] because the meaning is determined by what the
symbols do internally in a computation, rather than through reference to the world. It is plausible that many of the concepts
that we know havemeaning in this sense; for example, we know about a term like ‘postage stamp’ based on its relations to
other terms, including ‘letters,’ ‘postal service,’ ‘delivery,’ ‘payment,’ etc. This kind of meaning is arguably present in
modern language models, for which words appear to participate in rich collections of roles, even without grounding
[67], perhaps analogous to both the roles people’s concepts play in their own internal systems, and the roles of symbols
in the fraction example above. This view of conceptual role is closely related to semantic internalism.

One of the surprising results from theoretical computer science is that there are systems that are universal, or capable
of expressing any computation, but based on extremely simple rules or dynamics. These include, for example, grids of
cells that blink on and off with local rules [110], binary tree manipulations [111], function composition [112], and single
microprocessor instructions [113]. These simple systems can simulate any other computational system by Church-
encoding the dynamics of the target system. For example, any program running on your computer can be realized
by a collection of grids or binary tree manipulations operating according to simple local rules. The breadth of skills that
humans are able to learn suggests that we have, internally, a system that is capable of Church-encoding a huge
number of possible computations or meanings [69].
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Compositional: ability to put two
concepts together into a new
representation, often via function
composition, as in our ability to think
about a ‘friendly crab’ as a combination
of our concepts of friendly and crab.
Conceptual role: idea that a concept is
defined by its relationships to other
concepts and role in a psychological
theory.
Exemplar models: theory in which
concepts are represented as multiple
examples of a category in a feature
space (e.g., a bird is a collection of
points, one for each example we have
seen be called birds).
High-dimensional vector space:
most vectors used in machine learning
require hundreds to thousands of
dimensions. These still obey the same
mathematical laws as low-dimensional
vectors, but have several important
properties, including that two random
high dimensional vectors will typically be
orthogonal to each other.
Multidimensional scaling (MDS):
computational technique in which items
(or concepts) are placed in a vector space
so that the distance in the vector space
aligns with psychological quantities like
similarity or confusion between items.
Multitask learning: learning setups in
which a single representation is shared
between distinct tasks or uses.
Parallelogram model: computational
Sciences, September 2024, Vol. 28, No. 9 845

idea to compute analogies in a vector
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space. If we know A : B :: C : x, and are
asked to find x, we are asking for a
vector that stands in the same
relationship toC asB does toA. This can
be found by the vector x = C + (B − A).
Prototype theory: concepts are
represented as a single example of a
category in a feature space (e.g., a bird
may be represented as the features of a
single, prototypical bird, like a robin).
Psychological theories: theory in this
sense refers to an internal representation
of a collection of facts, relationships,
causal connections, and procedures for
reasoning. For instance, people have a
theory of how an airplane flies, which
involves relationships between wings, air,
pressure, engines, etc. (a psychological
theory may or may not be accurate to
reality).
Tensor product coding: technique in
which representations of variables and
values are bound through a tensor
product of two vectors.
Vector: an ordered list of numbers. For
instance, 2D coordinates like (4,3) are a
vector of dimensionality two that might
represent a 2D location.
Vector space: collection of vectors
with standard mathematical operations,
so that we are able to create a new
vector by adding two vectors or scaling
a vector by a number. We think of a
vector space as specifying a collection of
possible vectors that, e.g. a learner
might create.
Vector symbolic architecture (VSA):
general term for neurally inspired
computing systems where symbols are
assigned vector values, and updates on
the vectors correspond to discrete,
logical operations on the symbols.
plausible structures [5]. For example, it recovers a circular color wheel from Ekman’s numerical
judgments of pairwise similarities between colors. While Shepard focused on understanding
inner psychological space with these methods, the general approach supports a profound idea
that vector spaces can encode cognitive structures through the geometrical relationships
between vectors. Since then, others have proposed similar, relation-based techniques for under-
standing and modeling concepts [7] and for analyzing neural data [8].

Connectionists have similarly argued for a distributed representation of concepts, and have shown
how such a representation can capture various facets of concept usage. McClelland and Rogers’
[9] semantic cognition model is one example, where a network learns vector representations for
words like bird or penguin. Their model successfully captures aspects like categorization and discrete
features [10]. Similar ideas underlie latent semantic analysis [11], theword2vecmodel [12], BERT [13],
and transformer-based language models [14]. These models learn vector-based representations of
words that capture characteristics of usage. The resulting vectors are also compellingly connected
to properties of human concepts [15–18], though with clear places for improvement [19,20].

Connectionist models have historically been challenged by arguments that they cannot capture
people’s systematic and productive compositional thought [3,4]. These arguments have long
been contested [21], and recently challenged directly by contemporary neural net approaches
[22]. Two recent advances are especially noteworthy for their implications for compositionality
in the concepts-as-vectors view. The first is that recent iterations of large language models
demonstrate how vector spaces can very well handle natural language [20] and therefore capture
some of its compositionality. The second advance comes from work showing explicit constructions
for how compositional and hierarchical structure can be encoded into vector spaces, building on
methods like tensor product coding [23–25]. Ongoing work in vector-symbolic architectures
(VSAs) (Box 2) [26–30] has shown how high-dimensional vector spaces can realize key symbol-
based data structures that have been the target of much work in cognitive science. These include,
for example, encodings of trees, logic, graphs, and even Turing-complete programming languages;
all using simple operations on the underlying vectors. Encoding symbols into vectors solves a key
problem in cognition of combining compositionality with gradedness [31].

The picture that these models and methods then create is the following: a representation of a
concept like 'accordion', 'carburetor', 'seven', 'items you’d take from your home in a fire', or
'that' fundamentally are points in a space with perhaps thousands or millions of dimensions.
The meaning of any particular vector cannot be determined in isolation, but instead arises from
the role the vectors play in a larger computational process (Box 1). At the most basic level, this
role includes geometrical relationships between vectors, including distances and angles, but
also computational dynamics over vectors. This view provides a plausible basis, grounded in
both cognitive, neural, and computational literature, for answering what, in essence, a concept
is. To be clear, although it may be tempting to interpret our concepts-as-vectors view as an
implementational proposal, our discussion here sits at either Marr’s level of algorithm and repre-
sentation. These vectors could plausibly be thought of as activation vectors for neurons, but the
mapping to neuroscience need not necessarily be so direct.

In the following sections, we examine popular concept theories in cognitive science through the
lens of vector representations. We show that the core experimental findings of each of these
theories can be captured by vector-based models. However, this is not to say that any of the
particular models proposed to date is the correct one, an issue we return to. Rather, our point
is that vector-basedmodels hold themost potential to date for capturing everything that cognition
does with concepts.
846 Trends in Cognitive Sciences, September 2024, Vol. 28, No. 9
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Vectors and the prototype view of concepts
One popular theory of concepts is the prototype theory, which holds that each concept is
represented as a point in a feature space [32,33]. For example, a robin might be stored as a single
point in psychological space that encodes its typical size, weight, number of legs, etc. Variants
like the exemplar models store multiple examples, perhaps like a density estimate. In both,
category membership is then probabilistic, rather than all or nothing, so the boundaries of the
category are fuzzy [34] and variable between individuals [35]. The primary evidence in support
of prototype theory comes from robust behavioral effects where classification and response
times of items are sensitive to typicality [32,36]. For example, people are faster at accepting 'a
robin is a bird' than 'a goose is a bird' [36]. It is worth noting that people show such typicality
effects even for concepts that have stricter definitions like 'even numbers' [37]. Prototype models
can even capture asymmetric similarity judgments [38].

For our purposes, the key is that vector spaces support a notion of distance which can capture
prototypicality: the robin vector can be closer to the bird vector than the penguin vector is.
Indeed, many vector space models of concepts capture similarity judgments, including models
using MDS-like vector spaces [7,39]. More recent vector models derived from text prediction,
like word2vec and GloVe, learn vectors whose distance or similarity judgments replicate those
of people [40–42].

Vectors and the relational view of concepts
Many concepts are understood not just by distances and similarities, but by their relationships to
other concepts [43–47]. For example, the meaning of the verb cause is a relationship between
two events, taking two other entities as arguments (e.g., 'the lightning caused the fire'). The
relations are not inherent to the objects themselves nor their features (e.g., lightning is not always
a cause), but are dynamically bound into these roles in different contexts [45,48,49]. Relational
concepts are ubiquitous across cultures, and many have argued that this relational knowledge
is core to human cognition [45,50], including reasoning, planning, and problem solving. Several
computational models have shown how to implement these relational theories included in the
key relational process of analogical reasoning [48,49,51,52], and some are even able to generalize
relational knowledge across domains [53].

VSAs, modern language models, and hybrid models involving distributed representations show
how relational theories can be captured by vectors. VSAs, tensor-product coding, and related
systems elegantly capture the binding operations required to compose predicates with argu-
ments (Box 2). For example, the binding of a cause with its arguments could be as simple as
adding the vectors together. This same binding operation is used, for example, in relations or lo-
cations in visual scenes [54]. In other cases [48,49], higher-order symbolic operations are
scaffolded via low-level vector representations.

Analogies have been a key domain for studying relational theories, and modern language models
appear to capture many of these relationships. One of the first attempts at explaining analogical
reasoning through vector arithmetic was Rumelhart & Abrahamson’s parallelogram model
[55], which computes people’s solutions to analogies of the form A:B::C:x as the solution to
the vector equation

x ¼ Cþ B–A:

More recently in the word2vec model, pairs of words that vary along the same semantic axis
(e.g., 'apple'-'apples', 'car'-'cars', 'family'-'families') have representations that vary along the
Trends in Cognitive Sciences, September 2024, Vol. 28, No. 9 847
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same vector direction [56]. In other words, the geometrical vector relationship between ‘apple’ and
‘apples’ is approximately the same as the relationship between ‘car’ and ‘cars’, meaning that, we
could compute ‘apples’ as ‘apple + car - cars’. We note that some have pointed out flaws in this
analogy method [57,58], and others have shown that human analogy construction is better cap-
tured by alternative geometric comparison models than by the parallelogrammodel [59]. However,
the larger point remains that vector spaces can support analogical relationships, even if some par-
ticular examples of analogical relationships might not be as clean as hoped. Beyond word2vec,
other vector space models have demonstrated emergent relational reasoning abilities. For exam-
ple, GloVe embeddings can be used to make relational comparisons on semantic scales [60],
and BART embeddings can be used to complete analogies [51]. Transformer-based language
models may even perform better than humans at some aspects of analogical reasoning. In an
evaluation of a version of GPT-3 on a wide range of analogical reasoning tasks, including a novel
text-based version of the Raven’s Progressive Matrices, letter string analogies, and four-term ver-
bal analogies drawn from the UCLA Verbal Analogy Test, a study found that the model matched or
outperformed human participants in each task [61].

Vectors and the theory–theory view of concepts
Even beyond relations, many concepts seem to participate in rich families of psychological
theories, similar to scientific theories [62,63]. For example, our psychological theory of what
makes a collection of people a ‘parade’might depend in complex ways on its component pieces
and their relationships – how many people are there, why they are there, how they are walking,
where they are going, etc. This might be analogous to our understanding of an ‘electron’
based on its relationship to other concepts like ‘charge’, ‘nucleus’, etc. Critically, in theories,
meaning arises in large part from the relationships between symbols, as in Church encoding
and conceptual role theories (Box 1). In this view, factors like perceptual similarity can be
outweighed by theoretical connections in people’s categorization [63].

Though theories have often been modeled using symbolic approaches [64–66], it has been
argued that language models acquire similar networks of meanings and terms defined by their
conceptual role (Box 1) [67] and this in fact may be a key part of their success. Other work has
learned theories in vector-basedmodels, including acquiring families of relations abstract enough
to generalize across domains [53]. Moreover, some formalizations of theory–theory look similar to
the relational theories of concepts described above. For example, learners who hypothesized
latent symbols and relations for a domain likemagnetism [65] – a theory where there are positives,
negatives, and certain laws of interaction – might do so using a system like logic that formalizes
certain relational laws [e.g., attracts (positive ,positive) → false]. Other computational work has
formalized the notion of theories, often using tools like Bayesian networks [68]. Importantly,
VSAs (Box 2) can handle the kinds of logical representations needed in these domains, as well
as the graph structures required for Bayesian networks.

Vectors and knowledge of programs and procedures
A natural extension of the theory–theory view is that concepts often participate in sophisticated
computations. Concepts are not just inter-related, but they also support specific forms of logical
inference and computation, and learners in program-like domains learn and revise complex proce-
dures [69]. This is highlighted in domains like mathematics where kids learn counting, arithmetic,
and eventually algebraic manipulations such as computing derivatives. It also can be seen in
theories of mental logic, dating back at least to Boole, as well as Turing’s account of what human
‘computers’ could effectively compute. Logical or program-like theories have been developed in
many domains [69–76], and models based on this approach stretch back to the earliest days of
cognitive science [77].
848 Trends in Cognitive Sciences, September 2024, Vol. 28, No. 9
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Box 2. VSAs

VSAs provide a way to perform symbolic computations in vector-based representations [26,28–30], and are closely
related to tensor product coding [23]. In VSAs, each symbol is represented as a high dimensional vector (often real-valued,
but potentially complex, binary or bipolar) which can be seen as Church-encoding (see Box 1 in the main text) some other
symbolic domain into basic vector operations.

These vector-based symbols can be combined in various ways using arithmetic operations on the underlying vectors.
Often to keep vectors distinguishable, vectors are set to be orthogonal (at right angles), although this is not required in
all versions of VSAs. One easy way to achieve orthogonality is randomness: in high dimensions, two randomly generated
vectors are approximately orthogonal, and so symbols are often initialized as random, high-dimensional vectors.

An important operation for VSAs is that symbols can be combined, or bound, using basic element-wise vector operations.
Imagine that we want to represent knowledge like which state a president was born in. Both presidents and states would
be represented as random vectors (e.g., George Washington would be a vector mGeorge Washington), and we would like to
form a composite symbol representing the fact that Washington was born in Virginia. Depending on the type of VSA
(see [105] for a survey of different types of VSAs), one way to achieve binding is through element-wise multiplication, de-
noted ⊙, to create the new vector

x ¼ vVirginia⊙vGeorge Washington:

Then, to recover the location of a president’s birth from x, we can use element-wise division

x=νGeorge Washington ¼ νVirginia

corresponding to asking a question like ‘Where was Washington born?’

This technique is especially powerful because we can represent many pieces of information in a single vector simultaneously.
For example, to store multiple presidents in one vector, we could simply add vectors of name-order pairs, for example,

y ¼ vVirginia⊙vGeorge Washington
� �þ vTexas⊙vLyndon Johnson

� �

VSAs work because the orthogonality of the vectors means that we can still query y for a single president through division.
Asking ‘Where was Lyndon Johnson born’ will yield

y=vLyndon Johnson ¼ vVirginia⊙vGeorge Washington
� �

=vLyndon Johnson þ vTexas≈vTexas:

Here, the first term, (mVirginia ⊙ mGeorge Washington)/mLyndon Johnson will be noise (not equal to any other symbol we know) that is,
critically, approximately orthogonal to other vectors we are using. This means that the vector y allows us to approximately
encode and decodemultiple variables in a single vector space.Work on VSAs has shown how the addition andmultiplication
operations, combined with an invertible permutation operation (that shuffles or unshuffles indices) is capable of representing
essentially all of the data structures that we think about in cognition, including lists, trees, graphs, etc. [27,30,106].
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Deep networks are increasingly capable of representing and learning both logic and programs
[78–82]. In this setting, programs themselves can also be encoded as vectors of activation or
connection weights, implicitly using Church-encoding (Box 1) to map symbolic programs into
neural network dynamics. Because of this, vector-based approaches are increasingly compatible
with the core goals of classic symbolic approaches, and indeed the ideas outlined in Box 2 were
constructed specifically to realize symbolic theories in distributed representations.

Vectors and the classical theory
The classical view of concepts – that each concept has a definition specifying its necessary and
sufficient features – is one of the oldest theories of concepts. Ironically, it has proven to be one of
the most challenging aspects of concepts to understand, likely because it ties together concepts
linguistically (e.g., ‘ravioli’ are ‘small cases of pasta, often square, stuffed with a filling’). Normally,
the link between a word and a phrase (or a set of features) would be hard to make sense of under
any theory of concepts that was not language-like. However, even some proponents of
Trends in Cognitive Sciences, September 2024, Vol. 28, No. 9 849
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language-like mental theories [3,4] do not believe that concepts can always be given strict defini-
tions in this way.

Definitions may not be the defining part of concepts. Instead, they are the outcome of allowing
the vectors (which are the defining part) to participate in the generation of language. Indeed,
single words, multiword phrases, sentences, and longer spans of text can all map into the
same underlying vector space, allowing large language models to recover the definitions of
words. Several studies have developed methods to generate definitions from the vector repre-
sentations of word embedding models. The task of definition modeling entails mapping from a
word vector to a textual representation of that vector [83]. The reverse task involves identifying
a vector in an embedding space that accurately captures the meaning of a supplied definition
[84]. Subsequent work with more recent large language models has probed the direct outputs
of the models when presented with a word to define, and can generate definitions considered
plausible [85]. These results show that vectors can be well-suited to explaining our intuitions
about definitions.

Vectors and ad hoc concepts
Some concepts appear not to be realized until we use them.Ad hoc concepts are those that are
constructed on the fly in order to achieve a specific goal (e.g., the category of ‘items you would
give to someone to celebrate them publishing a book’) [86]. Unlike natural concepts, which are
formed through experience and thus have a basis in long-term memory, ad hoc concepts are
not realized until the moment they are considered. Despite this, ad hoc concepts have many
similar qualities to other concepts. For example, people consistently and rapidly determine how
well objects or ideas are described by some ad hoc category, and participant responses exhibit
a typicality gradient [86].

Asking a language model to form ad hoc categories is the opposite of asking it for definitions: we
provide the definition and can ask it to reason about the implied collection of objects. Our own
informal experimentation shows that modern language models seem able to do this in many
cases, listing for example a personalized pen, book cover artwork, and literary-themed jewelry,
etc. when queried on what could be given to someone to celebrate them publishing a book.
Recent work [19] queried a deep learning image captioning model for ad hoc umbrellas, and
found that it recovered images of animals using concepts as vectors that are shared
between tasks items like leaves or mushrooms to keep the rain off their head. Other work has
shown that large language models perform well on closely related reasoning tasks that involve
commonsense world knowledge [87]. These kinds of results suggest that ad hoc concepts
may be captured by models that at least approximate the semantics of sentences and, more
generally, scenes, in a vector space. It is likely that the capacity of models for ad hoc concepts,
which often requires reasoning about entities in the world, will improve with deep learning models
that include richer forms of grounding (Box 3) and the ability to reason over perceptual represen-
tations [88]. For language models, these abilities are inherently connected to their ability to repre-
sent a longer linguistic context or phrase: ‘items you would give to someone to celebrate them
publishing a book’ becomes just another vector and, in the right architecture, that vector can
play the same role as a word.

Concepts are vectors that are configured to work across tasks
We next present a schematic setup for how concept vectors may be usefully shared across
domain-specific tasks. Figure 1 shows a view in which a single collection of concept vectors,
stored in long-term memory, can be projected through different functions to be used in different
tasks. The single set of concept vectors allows information to be shared, meaning that the
850 Trends in Cognitive Sciences, September 2024, Vol. 28, No. 9
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Box 3. Grounded cognition

Grounded representational systems are structured so that their internal representations refer to external objects, environ-
ments, and events. Classical artificial intelligence (AI) systems, which built complex representations by manipulating discrete
symbols, were argued to lack this critical connection to an external source [114]. Grounded cognition thus stands in contrast
to theories that treat conceptual representations as amodal and entirely distinct from so-called lower-level perceptual and
motor processes [115]. Evidence from the grounded tradition in cognitive science supports the notion that representational
systems are based in sensorimotor experience. For example, neuroimaging studies demonstrate activity in action and
perception areas of the brain during conceptual tasks [116] and individuals with selective sensorimotor impairments perform
more poorly on conceptual tasks than predicted by alternative views [117–119].

The emergence of recent AI models with impressive performance in linguistic and multimodal settings has renewed interest in
grounding and spurred evaluation of the representations that these systems possess [120]. Transformer-based large language
models (LLMs) like GPT-3 represent discrete linguistic tokens as vectors and apply a sequence of complex operations that
encode their meaning in context. Because these models learn from large amounts of data produced by humans – who are
assumed to have grounded concepts –the models may acquire representations that are easily grounded. Studies have shown
that LLMs learn representations that internally reproduce the structure and dynamics of domains typically believed to require
direct experience, such as color in RGB space and spatial representations in textual grid worlds [17]. Evaluating judgements
of similarity byGPT-3 in a range of psychophysical spaces, recent work has found high correlationswith human similarity judge-
ments of taste, consonant, timbre, pitch, color, and loudness words, and recovered attested cyclical and helical organizational
structures in the domains of color and pitch [121]. Other studies have identified linear mappings between the representations of
LLMs and computer vision models, suggesting a structural correspondence between their encodings [122,123].

Contemporary multimodal AI models present a blueprint for enriching vector representations with grounded perceptual
content. Rather than treating visual and linguistic representation learning as entirely separable, modular problems, models like
OpenAI’s CLIP explicitly map both types of input to a shared high-dimensional vector space. By training the model on text–
image pairs with a contrastive objective, CLIP learns to connect linguistic descriptions to visual content and achieves impressive
zero-shot performance on a range of new categorization tasks [124]. Researchers have further embedded vision-language
models in simulated 3D environments and extended them to be able to act in response to linguistic instructions or questions,
producing multimodal agents that learn complex combinations of linguistic, visual, and action information to maximize reward
[125,126]. Training neurosymbolicmodels on tasks that drive alignment with human conceptual knowledge, diverse perceptual
information, and environmental goals may suffice to richly ground their internal representations.
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projections may preserve some of the (task-relevant) geometrical structure from the high level.
The top level is a high-dimensional vector space analogous toMDS, where point locations are ad-
justed to perform well on many tasks simultaneously. This computational approach is similar in
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Figure 1. This figure illustrates the proposal that concepts are vectors that are projected into spaces for each
task. These tasks include the basic tasks of cognitive psychology, including use of features, judgment of similarities, creation
of definitions, language definition, and others. Information is shared between tasks when the task-specific transformations
preserve some of the geometry in highest-level concept representation. Concept representations are then adjusted to
perform well on all tasks simultaneously.
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spirit to the Generalized Context Model [7], which projects the results of MDS in a context-
dependent way. Other computational approaches use a single task to learn concept
representations (e.g., Shepard’s MDS uses pairwise similarities; large language models use
word predictions), but what makes human concepts so useful is that they can be projected,
perhaps nonlinearly, into many uses.

The framework in Figure 1 is a type of multitask learning [89]. Many groups have reported
successes with multitask machine learning architectures that learn shared latent representations
across domains of knowledge to better generalize to new data [90,91]. Behavioral and neural
experiments show that humans spontaneously learn generalizable latent structures when learning
sets of related tasks [92,93].

Our proposal shares the form and topology of the ‘hub and spoke’ model of the neural basis of
semantics [94], which matches neural and patient data [95]. Indeed, many studies find evidence
that humans integrate modality-specific information into multimodal representations [95,96].
However, Figure 1 illustrates the proposed computational basis, rather than necessarily the
neural basis, for people’s ability to use concepts differently in a multitude of behavioral tasks.

We note that many other kinds of tasks might participate in the picture shown in Figure 1. In
particular, we could consider grounded tasks like image recognition which would output not a cate-
gory label but a concept vector representation. It is also important to consider the rich interface for
tasks provided by natural language, and that language might provide a way to effectively program a
task [97]. For example, one could name ‘objects in your office that start with the letter M’ just from
the verbal description, without needing to learn a separate transformation for this specific task.

Limitations of vector-based models
So far, we have focused on the virtues of vector-based concept models by reviewing
the successes of particular models such as large language models, vector-based models of
concepts, and VSAs. We view these as especially promising instances because they
accommodate multiple properties of concepts such as typicality gradients, relational knowledge,
procedural knowledge, definitions, compositionality, and more. However, it is important to high-
light places where these models fall short, while remembering that each is relatively new.

First, no current model fully captures the spectrum of human conceptual ability. Even the most
advanced language models still struggle with important aspects of concepts, such as causal rea-
soning [98], compositionality [19], and analogy [99]. Additionally, these types of models often
display unexpected performance, failing spectacularly on seemingly simple tasks, but doing
surprisingly well on minor variants of the same task [100].

Second, these models are often criticized for their lack of biological plausibility. It is not clear at what
level (e.g., at the level of synapses, neurons, brain regions, patterns of activity, etc.) vector elements
should map onto brain activity, or at what scale (e.g., within a brain region, across the entire brain,
or other). Current models do not consider the nuances of neurobiology, such as different neuron
types, circuit types, brain regions, or molecular mechanisms etc. It is similarly unclear if these models
plausibly reflect the human learning process over the course of development. Modern connectionist
architectures currently use extremely large amounts of data, many training iterations, and
backpropagation for model learning, all of which have been argued to be biologically unrealistic.

Third, work is needed to understand how the various approaches that have used concepts can
be integrated. For example, many vector symbolic models rely on randomness, but random
852 Trends in Cognitive Sciences, September 2024, Vol. 28, No. 9
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Outstanding questions
How can gradient methods be
integrated with vector-symbolic repre-
sentations to allow learning of new sym-
bolic knowledge?

Many vector symbolic models require
that the vectors in question are orthogo-
nal in order to keep them distinct and
support binding, but this assumption is
not obviously compatible with MDS.
How can vector locations be updated
or set in a way that both captures similar-
ity structure andmaintains orthogonality?

What types of empirical evidence can
distinguish between vector-based
models and alternatives?

How are cognitive vectors encoded
neurally? Neural coding is complex and
admits many possibilities, including
single unit spiking, population activity,
spike timing, etc. What coding scheme
or schemes are used for cognitive
concepts?

Some aspects of language appear
insensitive to conceptual content
(e.g. syntax, jabberwocky) and others
appear closely coupled (e.g., prediction,
parsing, etc.). What is the exact rela-
tionship between the language sys-
tem and our system of conceptual
representation?
vectors do not readily encode the geometrical relationships required of lexical concepts in
language models or MDS. Tensor products and VSAs have been critiqued for their inability to
capture the proper similarity structures when composing concepts, including a focus on the
relationship between roles and fillers in composition [101,102]. One solution to this may be to
have each task that a person does with a concept vector – language, judging similarities, compo-
sition, etc. –work on a task-specific projection of the shared concept vector, but integrating these
technical aspects of different vector-based approaches is a key direction for future work.

These limitations make clear that there is still much work left to specify the implementational
details of a complete concept model. Clearly, none of these models in their current forms is a
full solution. What is important is the high-level idea these models demonstrate: high-
dimensional, distributed vectors have the right building blocks, and with the right computational
dynamics, they may be able to achieve everything we expect out of a concept.

Concluding remarks
We have suggested that vectors are the most promising representational substrate for the broad
collection of ways people use concepts. Vector-based models are more plausible than other
systems capable of arbitrary computation because they plausibly capture neural activations, as
had long been argued for in the connectionist approach to cognitive science [9,24,103]. Modern
vectormodels combine parallel and distributed representations with Church encoding to effectively
represent any domain, structure, or process.

We have highlighted VSAs and large language models as two recent examples of how vector-based
representations can capture important parts of compositionality and structure in human thought.
However, relating these approaches remains an important challenge (see Outstanding questions). Re-
current neural networks (RNNs) trained to predict language may emergently realize some of the prop-
erties of vector-based (specifically tensor-product coded) computing architectures, including binding
operations [104]. If so, this would represent an important emerging way to use theories of encoding
structure into neural networks in order to understand the representations that are learned in language
modeling. Discovering how different learning frameworks, including language models, come to
Church-encode conceptual roles – if they do at all – is an important direction for ongoing work.

The work reviewed earlier represents an exciting alignment where a longstanding experimental
program in psychology has uncovered key properties of human concepts, and computational
modeling work has shown how those may all be realized in one kind of representation. Far
from being unapproachable and mysterious, it may be time to conclude that we finally do know
something (perhaps a lot) about how human concepts work.
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